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ABSTRACT 

The idea of treating robots as free agents seems only to have existed in the realm of 
science fiction. In our current world, however, children are interacting with robotic 
technologies that look, talk, and act like agents. Are children willing to treat such 
technologies as agents with thoughts, feelings, experiences, and even free will? In 
this paper, we explore whether children’s developing concepts of agency and free 
will apply to robots. We first review the literature on children’s agency and free-will 
beliefs, particularly looking at their beliefs about volition, responding to con-
straints, and deliberation about different options for action. We then review an 
emerging body of research that investigates children’s beliefs about agency and free 
will in robots. We end by discussing the implications for developing beliefs about 
agency and free will in an increasingly technological world.  

1. Introduction 

In the 2014 film Ex Machina, a humanoid robot, Ava, traps and kills humans 
while making her escape to the outside world. These actions are seen as proof 
that Ava has free will and agency — she is acting of her own volition, her actions 
are thoughtfully crafted in response to external constraints, and she came to this 
decision even though she might have decided to do something else. This belief 
that Ava is a free agent even makes the audience root for her as a sort of hero, 
deserving of rights generally reserved for humans, as is the case with other ro-
bots in movies (e.g., Wall-E) and shows (“Westworld”).  

Robotic technologies are a part of our everyday lives, but in very differ-
ent ways than the ones in science fiction. We use robot vacuums to clean our 
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floors, we ask smart speakers to answer our questions, and we even seek help 
from robots at the grocery store (Matthews, 2020). In the real world, we seem 
to treat technologies as an extension of ourselves: as tools to help us complete 
our goals, remember our important events, or think on our behalf (Clark & 
Chalmers, 1998). In science fiction, we seem to treat technologies as separate 
agents: operating with their own goals, remembering events on their own, and 
thinking for themselves. What would happen if we began to treat the robotic 
technologies in our own lives not as an extension of ourselves but as separate 
agents? Would we be willing to do so if robotic technologies were already a com-
mon part of our lives from the start? 
 This last question is more than an interesting novelty, it may be the sit-
uation faced by many children in modern society. At a young age, children in the 
current world are interacting with robotic technologies in every facet of their 
lives: in their home (e.g., Amazon Alexa, Siri), in their play (e.g., Furbys, 
FurReal pets), and even in the classroom (Belpaeme et al., 2018; Hashimoto et 
al., 2013; Wei et al., 2011). Over the first few years of life, children are also 
developing what will become the foundation for their adult beliefs about agency 
and free will out of their experiences of interacting with human and non-human 
agents (Baillargeon et al., 2016; Carey, 1985; Kushnir, 2018; Piaget, 1929). 
The question, therefore, is whether and how children’s developing beliefs about 
agency and free will apply to technological tools designed to be interactive in 
agent-like ways. An interesting possibility is that children do not treat such in-
teractive technologies as artifacts or tools used to extend their own capabilities, 
but as separate agents with their own minds, experiences, feelings, and decision-
making capabilities. 
 In this paper, we explore evidence for this possibility in two parts. We 
first review the well-established literature on children’s developing beliefs about 
agency and free will — looking at their beliefs about agents acting of their own 
volition, responding rationally to constraints, and deciding between alterna-
tives. We then review an emerging body of research that investigates children’s 
beliefs about agency and free will in robots. We end by discussing the implica-
tions for developing beliefs about agency and free will in an increasingly techno-
logical world.  
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2. Developing beliefs about free will and agency 

Beliefs in agency and free will are psychologically interconnected. A common 
thread that appears in folk-intuitions about agency is the capacity to have free 
will: we expect agents to have intentions (Gray et al., 2007; Woodward, 1998), 
to act rationally act towards goals (Opfer, 2002; Rakison et al., 2007), to act 
autonomously (Johnson, 2003). Likewise, a common thread that appears in dif-
ferent theories and folk-intuitions about free will is the role of the agent: whether 
the agent’s intentions align with their actions (Frankfurt, 1971; Wolf, 1990; 
Woolfolk et al., 2006), whether the agent can reason rationally or deliberately 
(Clarke, 2003; Baumeister, 2008; Fischer, 2006), whether the agent can 
choose between possible alternative courses of action (Kushnir et al., 2015; 
Nichols, 2004).1 Furthermore, people attribute more free will to agents that 
have mental abilities (e.g., self-control, planning, making choices; Gray & 
Wegner, 2009; Monroe et al., 2014) and conscious experiences (e.g., feel pain, 
have emotions; Nahmias et al., 2020).  

Our folk-conceptions of free will and agency have their origins in in-
fancy and early childhood. This begins with an early ability to detect differences 
between patterns of motion that signal that an action is internally driven versus 
externally caused (Rakison & Poulin-Dubois, 2001). For example, 7-12-
month-old infants expect that an object’s motion must be caused by another 
moving object or by a human, unless the object’s movement is previously shown 
to be self-generated (Kotovsky & Baillargeon, 2000; Saxe et al., 2005; Spelke 
et al., 1995). Self-generated movement by an “object” with no other agentic fea-
tures changes infants’ expectations about an object’s ontological status, espe-
cially when that movement seems uncaused by an external force (such as by a 
collision with another object; Csibra, 2008; Saxe et al., 2005; Schlottmann & 
Ray, 2010; Setoh et al., 2013). For example, 6-month-old infants will direct 
their attention more when an object moves in a goal-directed pattern (e.g., turn-
ing towards an object before moving, changing direction) than when the object 
moves in a fixed pattern (Csibra, 2008; Schlottmann & Ray, 2010) suggesting 
that they are surprised by an object’s agent-like motion.  

Within the first year of life, infants also expect the actions of human and 
non-human agents to be goal-directed. Woodward and colleagues (Buresh & 

 
1 There is a rich and long-standing discussion in philosophy over whether free will and determin-
ism are metaphysically compatible. For the purposes of this paper, however, we refrain from this 
debate and instead focus on the folk understanding of free will.  



182                                                              Humana.Mente 
  

Woodward, 2007; Hamlin et al., 2008; Sommerville et al., 2005; Woodward, 
1998; 1999) have consistently demonstrated that 3-13-month-old infants ha-
bituated to a person consistently reaching for one object over another encode 
this action as having an object-directed goal and expect the person to continue 
to reach for the goal object even when its location has changed. Moreover, by 
10-months old, infants infer an agent’s goals even when the agent fails to achieve 
them (Brandone & Wellman, 2009). By the second year of life, toddlers incor-
porate goal-attributions from failed actions into their prosocial behavior, help-
ing others to achieve their desired outcomes (Meltzoff, 1995; Warneken & To-
masello, 2006). Importantly, control studies show that infants do not make goal 
inferences about the same action-patterns generated by mechanical (non-agen-
tic) objects (Meltzoff, 1995; Woodward, 1998), confirming that infants’ expec-
tations about goal-directed actions are specific to agents.  

Additionally, infants expect agents to achieve their goals efficiently 
(i.e., rationally) in light of constraints. This has been demonstrated in experi-
ments with human actors (Gergely et al., 2002) and in experiments with self-
generated moving “objects.” For example, Csibra and colleagues (1999) habit-
uated 9-month-old infants to an autonomously moving agent jumping over a bar-
rier to reach the other side. When the barrier was removed, infants were sur-
prised (looked longer at the displays) if the agent continued to jump in the same 
way to get to the other side. They were not surprised when the agent moved 
straight ahead to its goal, suggesting that they expected the agent, without the 
constraint of the barrier, would take the more efficient path.  

By the time infants enter their second year of life, they can also make 
inferences about intentions that are irrational, or, at least, inefficient. That is, 
when an agent acts seemingly inefficiently towards a goal without any con-
straints, 12- to 18-month-old infants infer that the action is intentional (Car-
penter et al., 2005; Gergely et al., 2002). In one example, 14-month-olds who 
saw a person turn on a light with her forehead imitated both the action and the 
outcome, but only if the person’s hands were free when she acted (Gergely et al., 
2002). When the person’s hands were physically constrained while she turned 
the light on with her head, infants reproduced the outcome more efficiently with 
their own hands. Similarly, 12- and 18-month-olds would imitate an inefficient 
“hopping” motion if they saw an adult play with a mouse making a “hopping” 
motion, but not if the play had an obvious end goal (the mouse being put inside 
a house; Carpenter et al., 2005).  
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Together, these examples show that pre-verbal infants and young tod-
dlers have the basic understanding of agency — they expect agents’ movements 
and actions to be intrinsically caused (voluntary), they infer goals and intentions, 
and they consider both possibilities for, and constraints on, agents’ ability to ac-
complish goals. These expectations may form the basis of our folk-intuitions 
about human agency and freedom as adults. Indeed, studies show that some of 
the same visual and intentional cues elicit immediate perceptions of agency as 
well as rich inferences about intentional, mental, and emotional states as we get 
older (Heider & Simmel, 1944; Opfer, 2002; Ratajska et al., 2020). 

Beyond infancy, increased knowledge of mental states such as beliefs, 
desires, and intentions, is accompanied by changes to children’s beliefs about 
agency and free will. By age 4, children, like adults, have a view of freedom of 
choice that references both rational responses to constraints and the availability 
of alternative options for acting. Four-year-olds know that situational con-
straints (physical, mental, social and moral) can limit one’s options for acting 
(Chernyak et al., 2013; 2019; Kushnir et al., 2015; Kushnir, 2018). For ex-
ample, 4-year-old children think that one cannot choose to fly in the air (a phys-
ical constraint), act against one’s own desires and beliefs (a mental constraint), 
or choose to not follow a norm or moral rule (a social constraint).  

As children get older, their beliefs in free will begin to look more like 
adult folk-beliefs in that they begin to appreciate that people make decisions by 
deliberating between multiple motivations (Kushnir, 2018; 2022). For exam-
ple, 4-year-olds think that desires necessarily cause actions — a person is not free 
to resist tempting foods or overcome strong fears (Kushnir et al., 2015). In-
creasingly with age, however, children allow for the possibility that one can 
choose to act despite one’s immediate desires or emotions, perhaps by having 
an alternative (e.g., conflicting) desire. Similarly, while 4-year-old children be-
lieve that people have to follow moral and social norms, older children view 
moral and normative actions as decisions one makes, and thus decisions one is 
responsible for (Chernyak et al., 2013; 2019). One result of these changes is 
that older children place value on moral decisions that involve personal cost 
(e.g., decisions in which the alternatives were beneficial to the self; Starmans & 
Bloom, 2016; Zhao & Kushnir, 2022). Another is that they place value on au-
tonomy-granting actions more generally (Zhao et al., 2021a).  

These developmental changes in free-will beliefs are accompanied by a 
host of other advanced understandings of mind and emotions that occur around 
the same age (Atance & Meltzoff, 2005; Bélanger et al., 2014; Choe et al., 
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2005; Lagattuta, 2005) as well as corresponding improvements in executive 
functioning and self-control (Davidson et al., 2006; Diamond & Taylor, 1996; 
Kochanska et al., 1996; Sabbagh et al., 2006; Zelazo & Carlson, 2012). All of 
these factors contribute to more effective decision-making in both personal and 
moral domains (Carlson & Moses, 2001; Chernyak & Kushnir, 2013; McCor-
mack & Atance, 2011; Zhao et al., 2021b). Considered together, the body of 
work suggests that children’s changing beliefs about agency and free will are tied 
to emerging competencies for better (more rational, more deliberate) decision-
making.  

Another driver of developmental changes to free will beliefs are chil-
dren’s developing ability to imagine unusual, improbable, or immoral alterna-
tive actions (Goulding & Friedman; 2020; 2021; Kushnir, 2018; 2022; Shtul-
man & Carey, 2007; Shtulman & Phillips, 2017). In support of a direct link be-
tween imagination of alternatives and beliefs in free will, work has found that, to 
the extent that children believe in freedom of choice in any given context, chil-
dren explain how with reference to alternative actions (84% of their explana-
tions take this form) as opposed to general notions of autonomy (only 4% of ex-
planations take this form; Kushnir et al., 2015). Moreover, though rates of judg-
ments about free versus constrained actions differ across age, context, and cul-
tures, rates of explanations that refer to alternatives are consistently high 
(Chernyak et al., 2019; Wente et al., 2016; see Kushnir, 2018 for review).  

To summarize, developmental research shows that our adult beliefs in 
agency and free will are based on a psychological foundation formed in infancy 
and early childhood. This begins with an early-emerging belief about self-gen-
erated and goal-directed rational action, and early-emerging notions of choice 
and constraints on an action (Cisbra et al., 1999; Gergely, et al., 2002; Kushnir 
et al., 2015; 2018). As children get older, their beliefs about agency include an 
increasing ability to imagine ways in which actions can be done otherwise, de-
spite psychological and social constraints, and relate to improvements in their 
own decision-making abilities (Atance & Meltzoff, 2005; Chernyak et al., 
2013; 2019; Shtulman & Phillips, 2017; Zhao et al., 2021b).  

Thus far, however, most research on children’s beliefs about agency 
and free will has been human-centered. It remains an open question, therefore, 
whether these beliefs extend to non-human agents.  
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3. Developing beliefs about robotic technologies  

Currently, children in the modern world are interacting with a new type of agent, 
robotic technologies. Children engage with robotic technologies in various 
parts of life, demonstrating that robotic technologies are no longer a thing of 
science fiction, but a commonplace reality. While adults may treat robotic tech-
nologies as helpful tools, prior research has found that adults generally do not 
attribute free will to robots (Flanagan et al., 2021; Monroe et al., 2014; 
Nahmias et al., 2020; Shepherd, 2015; Young & Monroe, 2019).2 Investigat-
ing whether children apply agency and free-will beliefs to robots, however, is still 
a relatively new topic.  

Similar to children’s beliefs about other agents (Csibra, 2008; John-
son, 2003; Opfer, 2002; Rakison et al., 2007; Schlottmann & Ray, 2010), chil-
dren’s beliefs about robot agency depend on whether the robot’s actions are self-
generated and responsive to the environment. For example, Meltzoff and col-
leagues (2010) found that 18-month-old infants were more likely to follow the 
gaze of a robot if it contingently interacted with others. Chernyak & Gary 
(2016) found that 5- and 7-year-old children ascribed higher emotional and 
physical experiences (e.g., feeling upset, getting hurt) and moral concern (e.g., 
should not be harmed) to an autonomously moving robot dog than a remote-
controlled one. Zaga and colleagues (2017) found that 8-12-year-old children 
even said that a non-humanoid robot (e.g., ball shaped robot that has one sen-
sory-input) was more life-like and likable if the robot’s autonomous movements 
were in response to the child’s movements.  
 These studies suggest that when robots behave as agents children treat 
them as such. Further support for this comes from inquiries into older children’s 
folk-beliefs: for example, 4-15-year-old children believe that different types of 
robotic technologies (e.g., humanoid robots, robot animals, voice assistants, 
etc.) have mental abilities (e.g., can think) and have emotional states (e.g., can 
be upset; Bernstein & Crowley, 2008; Brink et al., 2019; Chernyak & Gary, 
2016; Girouard-Hallam et al., 2021; Kahn et al., 2012; Jipson & Gelman, 
2007). Furthermore, the extent to which children think robots have minds and 
emotions are most predictive of children thinking that such robots are more hu-
man-like (Flanagan et al., in press).  

 
2 Adults are willing to treat robots as human-like agents in certain scenarios, like when a robot 
acts unexpectedly or when participants have to make their judgments in a short time (see Fiala et 
al., 2014; Fussell et al., 2008; Salem et al., 2013; Short et al., 2010).  
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 Belief in robot agency may have positive consequences for children’s 
learning. For example, though studies have shown that children’s language de-
velopment does not advance from watching television or engaging with non-in-
teractive media (Anderson & Pempek, 2005; DeLoache et al., 2010), toddler’s 
vocabulary skills can improve when taught by a robot displaying agentic behavior 
(Movellan et al., 2009). Similarly, preschoolers learn new words and facts from 
robots (Breazeal et al., 2016) especially robots they consider human-like (Brink 
& Wellman, 2020). Preschoolers will even refer to a robot’s non-verbal cues to 
learn new words (Westlund et al., 2017). Four to 6-year-old children will also 
imitate a robot’s irrelevant actions to achieve a goal (i.e., overimitation) as an 
indication of non-linguistic cultural learning (Sommer et al., 2020). These stud-
ies suggest that when children view robots as agents, they learn from them as if 
they are knowledgeable teachers (though not always on par with humans, see 
Sommer et al., 2020). 
 Recent work has also demonstrated that children are willing to treat ro-
bots as social and moral partners. Children of all ages think that it is wrong to 
harm robots (e.g., yell at, hit, leave in a closet, e.g., Chernyak & Gary, 2016; 
Girouard-Hallam et al., 2021; Kahn et al., 2012; Sommer et al., 2019; 
Reinecke et al., 2021). Toddlers will prosocially help a robot attain goals (Mar-
tin et al., 2020). Preschoolers socially interact with robots as they do with hu-
mans, such as greeting them, taking turns, and even sharing secrets (Bethel et 
al., 2011). Three to 6-year-old children will also seek a robot’s help during con-
flict (Shen et al., 2018).  
 Importantly, prior work suggests that children’s beliefs about robots 
change with age: young children are more willing to treat robots as agents, while 
older children treat robots more like inanimate objects. For example, while 3- 
to 6-year-old children believe that robots can experience physical sensations 
such as hunger and pain (Brink et al., 2019; Jipson & Gelman, 2007; Reinecke 
et al., 2021; Sommer et al., 2019), 7-to 15-year-old children deny that robots 
have these physical experiences (Bernstein & Crowley, 2008; Kahn et al., 
2012). Similarly, age-related changes have been found in social learning: 4-5-
year-old children believe that voice assistants are capable of providing personal 
information (such as the date of a friend’s birthday) while 7-8-year-old children 
are only willing to ask voice assistants for factual information (Girouard-Hallam 
& Danovitch, 2022). Furthermore, 7-15-year-old children think it more wrong 
to harm a biological agent (e.g., human or dog) than a robot (Kahn et al., 2012; 
Sommer et al., 2019), while 4- to 6-year-olds view harming robots and harming 
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biological agents as almost equally immoral (Reinecke et al., 2021; Sommer et 
al., 2019).  
 Our own work has identified similar age-related changes in children’s 
free-will beliefs about robotic agents. In a recent study, Flanagan and colleagues 
(2021) asked 5-7-year-old children and adults to predict a robot or human 
child’s behavior in a number of scenarios. Children and adults were initially told 
about an agent, robot or human, who consistently played science games because 
it was programmed to play them (robot agent) or because he likes to play them 
(human agent). Children and adults were then shown the agent with a science 
game and a history game. Children and adults were asked which game they 
thought the agent would play. Without any constraints, children and adults ex-
pected both agents to play the science game rather than the other game.  

Critically, the study introduced two contexts that could potentially con-
strain the agent (robot or human) from playing the science game: a physical con-
straint (the science game being broken) and a social constraint (playing with 
someone who does not like science games and cries when she plays them). When 
the science game was broken, children, but not adults, expected the robot to play 
another game, going against its programming (Flanagan et al., 2021). Expecta-
tions differed even more under social constraint. When presented with a sce-
nario in which playing science games causes emotional harm, adults expected 
the human to be responsive to the moral circumstances but not the robot (Flana-
gan et al., 2021). Children, on the other hand, were unsure what the robot 
would do — half of the children expected the robot to play another game (that is, 
to be responsive to the moral consideration) and the other half of the children 
expected the robot to continue to follow its programming. These results suggest 
that, in contrast to adults, some young children expect robots to be responsive 
to physical and moral circumstances, even when this results in going against 
their programmed behaviors.  

The age-related changes in children’s free-will beliefs above referenced 
humanoid robots. These robots are used in laboratories (Brink & Wellman, 
2020; Kahn et al., 2012; Martin et al., 2020; Sommer et al., 2019), but are not 
commonly part of children’s ordinary experiences. Thus, children’s beliefs 
about humanoid robots might simply reflect a lack of familiarity, or the fact that 
humanoid robots display both behavioral and perceptual features in common 
with human beings.  

To address these limitations, we investigated 4-11-year-old children’s 
beliefs about two common household technologies — the Roomba vacuum and 
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Amazon’s Alexa — in comparison to a humanoid robot — the Nao robot (Flana-
gan et al., in press). Children were told that each technology was programmed 
to perform a neutral action within the technology’s capabilities (e.g., cleaning 
the bedroom floor for Roomba, answering science questions for Alexa, playing 
a science game for Nao). For each action, children were asked whether the tech-
nology had to do the programmed action or if the technology could choose to do 
an alternative, unprogrammed action (e.g., clean the kitchen floor for Roomba, 
answer history questions for Alexa, play a history game for Nao). We found that 
younger children (4-7-year-olds) were more likely to believe that the technolo-
gies could choose to go against programming than older children (8-11-year-
olds). Younger children were also more willing to believe that robotic technolo-
gies can choose among alternatives in moral situations than older children. In 
the same study (Flanagan et al., in press), children were told about a morally 
harmful action caused by each robot doing its ordinary (i.e., programmed) be-
haviors. Again, younger children were more likely to say that the robots could 
have chosen not to perform the harmful action. In contrast, older children were 
more likely to say that the robot had no choice because of its programming lim-
itations.  

Moreover, we found that children’s judgments about the robots’ 
choices in morally harmful situations were related to their judgments that the 
technologies had other human-like qualities (Flanagan et al., in press). Specifi-
cally, children who said that the robots could cause intentional harm were also 
more likely to say that the robots had physical sensations and emotional experi-
ences (e.g., feeling pain, getting upset) and mental abilities (e.g., the ability to 
think, the ability to know good from bad). These links between judgments about 
human-like qualities and about the ability go against their programming held 
across technology types (Roomba, Alexa, and the humanoid Nao).3  

The age-related decrease in children’s beliefs about robots’ ability to 
make decisions (rather than being programmed) stand in contrast to an age-re-
lated increase in children’s beliefs about human decision-making capacities. As 
reviewed above, by age 6 or 7 children believe that human agents have the ability 

 
3 These connections between agency beliefs and free-will beliefs have parallels in recent work 
with adults. When robots are described without agentic capabilities (e.g., as calculating, as being 
pre-programmed, or as processing), adults do not attribute free will to robots (Nahmias et al., 
2020; Young & Monroe, 2019). When robots are described with agentic capabilities, such as 
having experiences and mental abilities, adults are more willing to attribute free will to robots.  
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to deliberate and choose among alternatives rather than having actions be deter-
mined by constraints (Chernyak et al., 2013; Kushnir et al., 2015). There are 
several possible reasons for this developmental trend. For example, there may 
be a domain general change in our beliefs about non-human entities that applies 
to our judgments about their agential abilities. As such, just as children are less 
likely to attribute agentic features to robots as they get older, children’s attribu-
tion of agentic features to animals and spiritual beings also declines with age 
(Jipson & Gelman, 2007; Lane et al., 2014; Shtulman, 2008; Wilks et al., 
2021).  

Domain general changes, however, may not fully account for the age-
related changes in agency beliefs. Culture and experience may play an equally 
important role. Support for this idea comes from other domains in which chil-
dren’s agency beliefs are guided by adults through cultural experiences. For ex-
ample, the age at which 3-6-year-old children think that God can do impossible 
actions depends on their religion, suggesting that how children’s religion 
teaches them about God plays a role in their agency beliefs regarding God 
(Lesage & Richert, 2021). We suggest similar cultural influences when learn-
ing about technology. For example, it may be that as children get older, they gain 
more knowledge about technologies’ mechanical properties, such as how they 
are programmed, and they begin to view these properties as a constraint on the 
technologies’ actions.  

In sum, children’s agency beliefs about robots mirror some of chil-
dren’s agency beliefs about humans, and yet diverge in critical ways. When the 
robot’s actions are self-generated and contingent to its environment, children 
treat it as an agent similar to humans (Bethel et al., 2011; Brink & Wellman, 
2020; Chernyak & Gary, 2016; Meltzoff et al., 2010). Furthermore, young 
children in particular think that robots can respond to physical constraints like 
humans do (Flanagan et al., 2021). As children get older, however, they begin 
to believe that programming limits technologies from doing otherwise (Flana-
gan et al., in press), and this belief continues into adulthood (Flanagan et al., 
2021; Monroe et al., 2014; Nahmias et al., 2020; Shepherd, 2015; Young & 
Monroe, 2019). Importantly, the recent work demonstrates that children and 
adults are willing to attribute decision-making capabilities to robotic technolo-
gies under certain contexts, and when robotic technologies are viewed as more 
agentic, children and adults are willing to attribute more agency and better de-
cision-making capabilities.  
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4. Conclusion 

While we may not currently have advanced robots like Ava from Ex Machina or 
Wall-E from Wall-E, the robotic technologies in our lives nevertheless talk, act, 
and look like sophisticated agents. Throughout this paper we have argued that 
children’s developing beliefs about agency apply to their interactions with these 
robots — young children think that robots act of their own volition, can reason 
rationally, and can choose to do otherwise (Brink & Wellman, 2020; Chernyak 
& Gary, 2016; Flanagan et al., 2021; in press; Meltzoff et al., 2010). Further-
more, young children interact with robots as if they are free agents — young chil-
dren help robots achieve their goals, they seek support from robots, and they 
engage with robots in a variety of ways, including topics that involve personal 
and factual information (Bethel et al., 2011; Girouard-Hallam & Danovitch, 
2022; Martin et al., 2020; Shen et al., 2018). In sum, this work suggests that 
young children treat robots as separate agents, not as tools that extend their own 
abilities.   
 The current literature suggests that young children of today are willing 
to treat robots as free agents, but will they continue to do so as they get older? 
There are two possibilities to consider. One possibility is that we believe that to 
have free will requires being a human agent (Monroe et al., 2014; Nahmias et 
al., 2020; Shepherd, 2015). Thus, the only cases in which adults attribute free 
will to a robot are when the robot is described as human-like (Nahmias et al., 
2020; Young & Monroe, 2019). Under this possibility, the developmental evi-
dence is interpreted as follows: as children get older, they view robotic technol-
ogies as less human-like and more constrained by programming (Flanagan et al., 
in press) and so they ought to “grow out” of their free-will and agency attribu-
tions to robots as they get older. Our data is consistent with this possibility.  

However, since our data are cross-sectional (and thus confined to the 
current moment of time with a single group of children), they do not rule out the 
possibility that the unique experience of growing up with social and interactive 
robotic technologies leads to a cultural change in which children of today will 
continue to view robots as agents who are “free” in some sense (even if that 
sense is different from how we think about human freedom). Indeed, research 
has shown that cultural contexts and experiences play a large role in shaping how 
we conceptualize the agency of non-human species from plants to animals 
(ojalehto et al., 2017; Richert & Corriveau, 2022; Weisman et al., 2021; 
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Willard & McNamara, 2019). We even see cultural effects on children’s attrib-
ution of agency to supernatural beings: for example, children’s willingness to 
attribute free will to God is dependent on their religious upbringing (Lesage & 
Richert, 2021). Similarly, cultural immersion in interactive technology may in-
fluence these beliefs as today’s children become adults. More work is needed to 
investigate these two possibilities.  

There are numerous ethical considerations we would have to consider 
if children are willing to treat robots as free agents, even as they get older. For 
example, treating robots as free agents would likely influence whether we hold 
robots morally responsible (Bigman et al., 2019), how we evaluate a robot’s de-
cision-making (Awad et al., 2022), and whether robots can or should have rights 
(Gunkel, 2018). Another ethical consideration to consider is whether treating 
robots as separate agents as opposed to extensions of ourselves influences how 
we interact with them. Imagine, in the near future, that self-driving cars become 
an integral part of our daily lives. What would we take them to be? Would we 
think of self-driving cars as “tools” (used as a means to our own ends; Clark & 
Chalmers, 1998) or instead as “teammates” (collaborative partners with shared 
goals; Salomons et al., 2022)? 

Given the discussion above, this question can be viewed through a de-
velopmental lens. The adults of today will likely view self-driving cars as “tools” 
— as a way of extending their own capabilities. For today’s adults, self-driving 
cars perform the function of achieving the passenger’s goal of getting some-
where in their car without having to drive themselves. On the other hand, even 
before they learn how to drive, today’s children may view a certain class of inter-
active technologies as agents. As these children become adults, they may engage 
with their self-driving cars as separate beings — as “teammates” or collaborators 
working together towards a common goal of reaching a destination. The quality 
of the interaction could be markedly different for these new drivers. For them, 
the car and passenger would communicate their intentions and ideas to each 
other and trust each other to perform their part of the task in the most efficient 
way possible. 

This example highlights the social and ethical issues that might emerge 
in the cultural landscape that we are currently creating for our children. How we 
grow up with technologies — whether we are exposed to technology at a young 
age, whether we had a lot of technology exposure or not, whether the technolo-
gies we use are social or object-like — might influence whether we view technol-
ogies as agents, even free agents, or instead as tools, which might also influence 
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our ethical concerns. This is precisely why it is important to take a developmen-
tal and cultural approach when investigating beliefs about free will and agency 
with robotic technologies.  
 Treating robotic technologies as agents instead of as tools may present 
benefits to our own lives. When robots act like collaborative partners — as op-
posed to tools — children are more engaged (Zaga et al., 2015) and learn more 
(Chen et al., 2020). Treating robots as agents may also mean that children and 
adults alike are more likely to forgive robots when they make occasional mis-
takes. When an Alexa does not set the reminder that you asked for, making you 
miss your important meeting, you likely will be hesitant to ask Alexa to set future 
reminders if you treat Alexa as a tool. You may even throw the current Alexa out 
and buy a new version, hoping that it is better at recognizing voice commands. 
If you treat Alexa more like an agent, however, you may be willing to find a dif-
ferent solution than throwing it out: perhaps you will ask Alexa why it did not 
recognize your original voice command, whether there is anything you can do to 
make your voice easier for it to understand, or whether you can sync your work 
calendar with Alexa. Children are willing to forgive a human’s occasional mis-
takes (Kushnir & Koenig; 2017; Vaish et al., 2010), so it remains an open ques-
tion as to whether children forgive robots for occasional mistakes, and whether 
children’s forgiveness might depend on their views about robots’ agency.  
 To be clear, we are not claiming that young children treat every object 
or piece of technology as a separate agent. Five-year-old children, for example, 
do not think that computers have mental states, emotions, or experiences 
(Mikropoulos et al., 2003) and they think that such devices (including tablets 
and smartphones) are only sources of entertainment (Eisen & Lillard, 2017). 
Young children also differentiate robotic technologies from other objects: 4-
10-year-olds think that robots deserve moral treatment more than toys (Sommer 
et al., 2019) and 4-5-year-olds think that robots have more mental and percep-
tual states than toys, objects, and cars (Jipson & Gelman, 2007). Robots, there-
fore, are unique in that they are objects that can be treated as agents.  

The purpose of this paper is to draw attention to the emerging literature 
on children’s beliefs about robots as agents and to begin speculating about what 
this literature suggests. As with any new research program, more work is needed 
to address these speculations. For example, we are unfamiliar with any work in-
vestigating children’s conceptual understanding of programming. Investigating 
what children think programming is and whether this understanding changes 
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throughout development would help us to understand why a robot’s being de-
scribed as programmed influences children’s free-will judgments. Second, there 
are a variety of ways in which children could be exposed to technology, not all of 
which are represented in our current research samples. This is particularly im-
portant since technological changes are rapid and often unevenly distributed 
around the world. To further investigate the role of various technological cul-
tures on children’s agency beliefs, it is critical that future research takes into ac-
count the diversity of technological environments.  
 The children of today are the adults of tomorrow. While attributing 
agency of various sorts to robots might strike adults as being a mistake, or as 
only being possible in science fiction, it appears to be a very natural extension of 
children’s tendency to use multiple cues (such as autonomous motion, contin-
gent interaction, and social behavior) to attribute agency more generally. In this 
paper, we have shown that children’s tendency to attribute agency to robots de-
clines with age — likely because children become more aware that a robot’s pro-
gramming is a constraint on its behavior. However, we suggest the possibility 
that even when children become aware of such programming, this decline might 
not be as precipitous as it is now if children continue to engage with sophisti-
cated robots in their daily lives. Instead, it is possible that as young children are 
forming their beliefs about their own and others’ agency while also interacting 
with robotic technologies, they may begin to reframe their agency beliefs to al-
low for free, programmed robots. Robots as separate agents, therefore, may no 
longer be a thing of science fiction, but very soon might be part of our reality.  
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